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Abstract 
Recent advances in Natural Language Processing (NLP) 
bear the opportunity to design new forms of human-computer 
interaction with conversational interfaces. We hypothesize 
that these interfaces can interactively engage students to 
increase response quality of course evaluations in educa-
tion compared to the common standard of web surveys. 
Past research indicates that web surveys come with disad-
vantages, such as poor response quality caused by inat-
tention, survey fatigue or satisficing behavior. To test if con-
versational interfaces have a positive impact on the level 
of enjoyment and the response quality, we design an NLP-
based conversational agent and deploy it in a field experi-
ment with 127 students in our lecture and compare it with a 
web survey as a baseline. Our findings indicate that using 
conversational agents for evaluations are resulting in higher 
levels of response quality and level of enjoyment, and are 
therefore, a promising approach to increase the effective-
ness of surveys in general. 

Author Keywords 
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Introduction 
Web surveys have developed as the standard format for 
course evaluations in most educational institutions since 
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Overview of Hypothesis 

Hypothesis 1: Students 
using a CA for course evalu-
ations will produce a higher 
response quality compared 
to a web survey. 

Hypothesis 2: Students 
using a CA for course eval-
uations will perceive higher 
levels of enjoyment com-
pared to a web survey. 

Hypothesis 3: Higher per-
ceived levels of enjoyment 
in course evaluations lead to 
higher response quality. 

Measurement of Response 
Quality 

1/3: Normalized Flesh-
Reading-Ease (FRE) [5] 

1/3: Normalized sentiments 

1/3: Normalized self-reported 
response quality 

More information about the 
measurements can be found 
in Measurement and Analy-
sis 

they assist educators with ongoing user feedback to im-
prove their course content and lecture style. However, ed-
ucators are confronted with certain feedback limitations 
such as with low acceptance and response rates, only 
time-related insights and low-quality answers in the open 
question sections that are hardly applicable for adapting 
courses to students’ expectations [25, 3]. Explanations for 
these negative effects might be that student responses are 
affected by survey fatigue [25] or respondents’ satisficing 
behavior [7, 12]. Using evaluations with a static interac-
tion style, such as a web survey, likely leads to low-quality 
data [12], and this in return makes it difficult for educational 
institutions to adjust their courses to ever-changing envi-
ronments. To address these issues, qualitative evaluation 
methods, such as individual interviews, are used to produce 
a higher quality of answers and deeper insights [24]. How-
ever, these approaches are usually very resource-intensive 
since lecturers need to address every student individually, 
which is even more difficult in times of mass lectures such 
as massive open online courses (MOOCs) [24]. 

One possible solution to benefit from the advantages of 
both – qualitative and quantitative – evaluation methods 
is using conversational agents (CAs). CAs are software 
programs which communicate with users through natural 
language interaction interfaces [22, 20]. Compared to tradi-
tional quantitative course evaluations, CAs are able to reach 
students on their everyday devices and build up a human-
like interaction with them. The dialogue-based interaction 
can produce higher levels of enjoyment [4], and therefore 
might help to overcome the common problems of survey fa-
tigue and satisficing behaviour in course evaluations. More-
over, CAs are able to adapt their answers to students’ utter-
ances and can therefore build up a meaningful dialog with 
the students, almost like a qualitative lecturer-student in-
terview. Backing on social response theory [18, 16, 17], we 

suggest that this form of human-computer interaction might 
encourage students to provide a higher quality of answers 
for lecturers to improve their courses [29]. A recent study by 
Kim et al. (2019) [12] indicates that a CA can perform part 
of a human interviewer’s role by applying effective commu-
nication strategies and, therefore, encourages user enjoy-
ment, which in return leads to high-quality quantitative data. 
However, literature on the effect of conversational agents on 
qualitative response data is still scare. Filling this gap, we 
aim to contribute to the CHI community by investigating if a 
CA positively influence the response quality in course eval-
uation’s compared to a traditional web survey. Therefore, 
we conducted a field experiment based on social response 
theory to test weather the different interaction types (con-
versational vs. static) result in a higher level of response 
quality of course evaluations. We design an NLP-based 
CA and deploy it in a field experiment with 127 students in 
our lecture and compare it with a web survey as a baseline. 
The findings along with technology acceptance measure-
ments indicate that using CAs for evaluations are resulting 
in higher levels of response quality and level of enjoyment 
and are therefore a promising approach to increase the ef-
fectiveness of surveys in general. Building on the extensive 
work in human-CA interaction, our work has implications 
for the CHI community since we show the influence of the 
interaction type not only with self-reportings but also with 
more objective measures (e.g., sentiments and syntactical 
readability score). Further research is needed to confirm 
these results and expand our work to similar scenarios. 

Background 
Our research is motivated by social response theory. Ac-
cording to social response theory, humans tend to respond 
socially to agents that display characteristics similar to hu-
mans (e.g., to animals or technologies) (Moon, 2000). Be-
havioral cues and social signals from computers, such as 
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Figure 1: Exemplary course 
evaluation with our CA and our 
web survey (anonymized) 

interacting with others, using natural language or playing 
social roles, subconsciously trigger responses from hu-
mans, no matter how rudimentary those cues or signals 
are [18, 17]. Following the “Computers are Social Actors” 
(CASA) paradigm, existing research has examined differ-
ent social cues and their influence on HCI. According to 
Tung and Deng (2006) [26], students perceive a higher de-
gree of social presence and social attraction in an active-
interactivity environment than in a passive-interactivity envi-
ronment. Also, Schuetzler et al. (2014) [21] showed in their 
study that a dynamic CA compared to a static interview 
system is perceived as more engaging. CAs are software 
programs which are designed to communicate with users 
through natural language interaction interfaces [22, 20]. In 
today’s world, conversational interfaces, such as Amazon’s 
Alexa, Google’s Assistant, Apple’s Siri, are ubiquitous, with 
their popularity steadily growing over the past few years [2, 
14]. They are implemented in various areas, such as cus-
tomer service [31], healthcare [13, 15] or education [10, 30]. 
While existing research on CAs in education has mainly fo-
cused on providing learning support for students [23, 8, 30], 
Winkler and Söllner (2018) [30] pointed out that CAs might 
also have potential as an evaluation tool. However, litera-
ture that investigates the effect of CAs on course evaluation 
response data is still scare. 

Method 
To test our hypotheses, we conducted a field experiment 
based on social response theory to test weather the differ-
ent interaction types (conversational vs. static) result in a 
higher level of response quality of course evaluations. We 
designed a field experiment in which students of a large-
scale lecture in business innovation were asked to provide 
feedback on the lecture content and the teaching style. We 
used a fully randomized between-subject design resulting in 
the control group (CG) receiving a static interaction type 

in the form of a web survey and the treatment group (TG) 
receiving a conversational interaction. The course eval-
uation questions were exactly the same for both groups, 
consisting of two quantitative and three qualitative ques-
tions following the standard content of the course evalua-
tion of our university. We received 127 valid answers col-
lected from 54 female and 73 male master business stu-
dents in the first or third semester with an average age of 
24,24 years. After randomization 57 students conducted the 
course evaluation with our conversational agent forming the 
treatment group, whereas 70 students answered the course 
evaluation questions with our web survey (CG). 

Design of Course Evaluation Artifacts 
We used two different interfaces: a standard web survey 
and a CA. The participants of the web survey group (CG) 
conducted the course evaluation with a web survey tool 
called unipark. We chose this tool since it allowed us to de-
sign the survey similarly to the web survey used at our uni-
versity. The web survey could be completed by the students 
using either their notebook or a mobile device. The design 
of the web survey is presented in Figure 1. The quantita-
tive questions were answered with a matrix format to en-
sure that the same-scaled options were used for multiple 
items to avoid repeating information. The qualitative items 
were answered with a plain text input field. For the CA we 
cooperated with a company specialized on conducting 
chatbot-based surveys. The cooperation brought several 
benefits compared to developing our own solution: First, 
we could rely on proven design experience for questioning 
bots, which has been applied already in several practical 
scenarios including course evaluation. Second, the native 
designed chatbot of the company allowed us to control all 
design parameters, collect logs of interaction behavior and 
manipulate the interaction of the CA with the user. Like the 
web survey, the CA survey could also be conducted using 
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Figure 2: Overview of the 
experiment phases 

a personal computer or a mobile device. The design of the 
CA is illustrated in Figure 1. 

Experiment Procedure 
The experiment consisted of three phases: 1) random-
ization, 2) course evaluation and 3) posttest (see Figure 
2). Randomization and posttest were consistent for both 
groups. The field experiment started with the lecturer an-
nouncing a mid-term course evaluation of the lecture. The 
students were asked to either type a link into their notebook 
or scan a QR code with their mobile device. The link led to 
a web page, which randomly assigned the students to one 
of the groups. As two students with differently assigned in-
terfaces could be sitting next to each other, they were told 
that different user interfaces were being tested for improving 
the design of the course evaluation. The course evalua-
tion was conducted in the middle of the lecture period (after 
about 50% of the content had been taught). In the course 
evaluation phase, we asked all participants the same ques-
tions: two quantitative and three qualitative questions fol-
lowing the standard content of the course evaluation of 
our university. The first two questions addressed the per-
ceived benefit of the course (“I can benefit from the content 
of the course.”) and the expectation for the lecturing style 
(“The lecturer was able to transfer the learning content ac-
cording to my expectations.”). Both questions were mea-
sured with a 5-point Likert scale (1: strongly disagree to 5: 
strongly agree, with 3 being a neutral statement). Next, we 
asked the students three open qualitative questions (“Which 
course elements have contributed to your learning success 
in a positive way?”, “Which aspects of the course should be 
changed so that students benefit more from the course?” 
and “Are there any other points you would like to comment 
on?” ). After the students conducted the course evaluation, 
they were led to a post-survey, in which we measured differ-
ent constructs to validate our derived hypotheses. 

Measurement and Analysis 
For measuring the response quality, we used one subjec-
tive and two objective measurements: (1) self-reported 
response quality by the user, and (2) syntactic readability 
based on the Flesch-readability score [5] as well as the in-
tensity of sentiments in the answers (e.g., [9, 19]). We mea-
sured the self-reported response quality by asking partici-
pants the following questions: “The design of the evaluation 
tool made me think longer about my responses compared 
to traditional surveys.” and “I would prefer using a chatbot 
as a survey tool.” Additionally, we measured the level of en-
joyment by asking the following items “I am satisfied with 
the evaluation tool.” and “It is fun to use the evaluation tool.” 
following Kim et al. 2019 [12]. To measure the syntactic 
readability of texts, several measures have been used in 
research [11, 28]. We selected the Flesh-Reading-Ease 
(FRE) [5] to capture the readability of received responses 
since this score combines language complexity measure-
ments such as the average sentence lengths and the aver-
age syllables per word into one number [5]. The score has 
been widely used before to determine the readability of a 
message in computer-mediated communication [27] or for 
the complexity of CA user responses [6]. Following Flesch 
(1943) [5], we used the following formula since we received 
answers in English: 

Flesch Reading Ease = 206.835 − (1.015 · asl) − (84.6 · asw) 
asl: average sentence length of a response asw: average 
syllable per word 

The scores of our answers reach from 0 to 110. The higher 
the FRE score, the better the readability of the responses. 
Moreover, we aimed to capture the sentiments of our re-
ceived responses since a sentiment is a good indicator for 
an individual taking a position on a certain topic used, e.g., 
in opinion mining [19]. For example, if a student only an-
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Figure 3: Perceived level of 
enjoyment between web survey 
and CA 

Figure 4: Response quality 
between web survey and CA 

swers “course content in learning unit 2” no action steps 
can be derived, since this message has no sentiment (pos-
itive or negative notion). Therefore, we used the Naïve-
Bayes approach of TextBlob, using Python 3.7 to determine 
the sentiments of each response since it is an easy to use, 
openly available approach trained on review (evaluation) 
data. The scores are usually labeled between -1 and 1 ac-
cording to a “positive”, a “negative” and a “neutral” mood 
(-1 being negative, 0 neutral and 1 positive). However, we 
multiplied values smaller than 0 with -1 since we did not 
distinguish between positive or negative sentiments. We 
believe “position talking” sentiments are valuable for the 
use case of course evaluation, similar to opinion mining [19] 
or language complexity measurements [9]. Finally, we used 
a continuous normalized scale from 0 to 1 to measure the 
sentiments: 0 meaning no sentiment (neutral statement) 
and 1 meaning high sentiment (no matter if positive or neg-
ative). For measuring the FRE and the sentiments, the 
answers of all three qualitative questions from the course 
evaluation were combined to one string and analyzed using 
Python 3.7, utilizing the natural language toolkit (NLTK) [1]. 
To construct one measurement for data quality, we normal-
ized the construct’s self-reported response quality, FRE and 
sentiments and weighted every measurement with one third 
to generate one final value to distinguish the responses. In 
addition, we collected demographic information (age and 
gender) and asked participants if they had used a CA (e.g., 
Facebook Messenger Bot) before to control for technology 
usage between the groups. For data analysis, we used lin-
ear regression models and checked their assumptions visu-
ally with a test for normality and a test for homoscedasticity. 
All assumptions are met. 

Results 
To investigate, if a CA can improve the response quality 
and the level of enjoyment of online course evaluations 

Level of enjoyment Response quality 

CG*: M = 3.007, SD = 0.900 M = 0.429, SD = 0.117 
TG**: M = 3.640, SD = 0.957 M = 0.499, SD = 0.109 

H1 confirmed (p = 0.0007282) 
H2 confirmed (p = 0.0001909) 
H3 confirmed (p = 0.00003846) 

Table 1: Overview of mean (M) and standard derivation (SD) of 
the measured constructs (*n = 70, **n = 57) 

compared to a web survey, we calculated the means and 
standard derivations (SD) between the control and treat-
ment group (CG and TG) depicted in Table 1. Moreover, 
we conducted multiple regressions for the corresponding 
variables for all the hypotheses 1-3. The descriptive statis-
tics are illustrated in Table 1. In total, we received 127 valid 
answers, 57 for the TG and 70 for the CG. The results of 
our research model, the r values and the significances are 
illustrated in Figure 5. To summarize our descriptive find-
ings, we plotted the results on perceived level of enjoyment 
and response quality between the two interaction types web 
survey and CA in Figure 3 and Figure 4. 

The statistical tests on our results support all of our hy-
potheses (H1 to H3), meaning that a conversational inter-
action type significantly influences the perceived level of en-
joyment and response quality in online course evaluations. 
Also, we could confirm our hypothesis H3, meaning that 
the level of enjoyment in online course evaluations leads 
to a higher response quality. For all three hypothesis we 
received p-values smaller than 0.001 as depicted in Table 
1. In order to control for potential effects of interfering vari-
ables with our sample size and to ensure that the random-
ization was successful, we compared the difference in the 
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Figure 5: Overview of r values and significances of our research 
model 

mean of CA pre-usage. We received p-values larger than 
0.05 showing that there was no significant difference be-
tween the groups. 95 of the 127 participants had used a CA 
before (around 75%) across both treatments, where as 32 
had not used a CA before (around 25%). Besides, we did 
not find any significances between the results of the qualita-
tive course evaluations between the treatment groups. 

Contributions, Limitations and Future Work 
We found that participants using a CA showed higher lev-
els of enjoyment and were more likely to share high quality 
feedback. We measured the technology acceptance show-
ing that the intention to use a CA for online course evalu-
ations is higher (mean = 3.52, SD = 0.99) than the inten-
tion to use a web survey (mean = 3.39, SD = 0.89). These 
results are consistent with past studies that investigated 
beneficial effects of CAs over non-adaptive systems (such 
as surveys) (e.g., [12]). One reason for the effect might be 
that conversational interfaces better direct the attention of 
the user to the question compared to a static web survey 
[12]. We also show that a CA has the potential to create 
higher levels of enjoyment in course evaluation. We argue, 
that this might help to overcome the common challenges 

of surveys in general, such as survey fatigue [25] or sat-
icsficing behavior [7], and thus leads to better response 
quality. These results are in line with other studies which 
show how a CA create a social connection to the user, 
which increases the perception of being more pleasant and 
usable [4]. This can also be seen by the qualitative data 
of our post-survey, where multiple students made positive 
comments about the interaction with CAs related to the per-
ceived level of enjoyment and interaction: “It was funnier 
than the usual web survey”, “Chatbot was entertaining to 
use” ; and related to the perceived usefulness: “it is very 
easy to understand and to use” ; related to the response 
behaviour: “I think my feedback with this tool is more hon-
est“ ; or in general: “Seemed effortless at first. Made me 
think i was interacting with a human”. Our study has several 
theoretical contributions and practical implications. First, 
we contribute to HCI research by providing empirical evi-
dence that a conversational interface has positive effects 
on the answer behavior of respondents. Furthermore, for 
measuring response quality, we have not only used subjec-
tive measurements (self-reportings), but have also applied 
objective measurements (e.g., number of sentiments and 
readability). Second, we contribute to the application of CAs 
in education, suggesting a successful use case to employ 
a CA with potential benefits for lecturers and educational 
institutions to better adjust their learning content based on 
high quality responses and potentially continuous student 
feedback. Besides, our study faces some limitations. First, 
we only asked a representative subset of course evaluation 
questions. Second, it remains open if an ongoing usage of 
a CA as a course evaluation tool continuously leads to a 
higher response quality compared to a web survey or if this 
was only a short time effect. Even if 75% of the participants 
said they had used a CA before, novelty effects cannot be 
expelled. Therefore, we call for future work to test the effect 
of a CA as a course evaluation tool in a longitudinal study. 
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