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P. J. Bickel's approach to and results on estimating the parameter vector $\beta$ of a conditionally contaminated linear regression model by asymptotically linear (AL) estimators $\hat{\beta}^{*}$ which have minimum trace of the asymptotic covariance matrix among all AL estimators with a given bound $b$ on their asymptotic bias (MT-AL estimators with bias bound $b$ ) is here extended to conditionally contaminated general linear models and in particular for estimating arbitrary linear aspects $\varphi(\beta)=C \beta$ of $\beta$ which are of actual interest in applications. Admitting that $\beta$ itself is not identifiable in the model (also a practically important situation), a complete characterization of MT-AL estimators with bias bound $b$ including the case where $b$ is smallest possible is presented here, which extends and sharpens H. Rieder's characterization of all AL estimators with minimum asymptotic bias. These characterizations (Theorem 1) represent generalizations (in different directions) of those which define Hampel-Krasker estimators for $\beta$ in linear regression models and admit (Theorem 2) explicit constructions of MT-AL estimators under generally applicable model assumption. Obviously, even in linear regression models, $\hat{\varphi}^{*}=C \hat{\beta}^{*}$ is not an MT-AL estimator for $\varphi$ if $\hat{\beta}^{*}$ is one for $\beta$ (there does not even exist an AL estimator nor an $M$ estimator for $\beta$, if $\beta$ is not identifiable in the model). Examples such as quadratic regression illustrate the not at all obvious relation between $\hat{\beta}^{*}$ and $\hat{\varphi}^{*}$, demonstrate the applicability of the general results and show explicitly the influence of the parametrization and the underlying design of the linear model.

1. Introduction. There exist different approaches to robust estimation of the parameter vector $\beta \in \mathbb{R}^{p}$ of a contaminated linear regression model $Y_{n}=x_{n}^{T} \beta+Z_{n}, x_{n} \in \mathbb{R}^{p}, n=1, \ldots, N$. A selection of literature is given in the list of references. The aim of this paper is to show how, in particular, the generally applicable and mathematically attractive approach (because it is least restrictive) of Bickel (1981), (1984) and Rieder (1985), (1987) can be modified and extended to successfully attack the problem of estimating an arbitrary linear aspect $\varphi(\beta)=C \beta$ of the parameter vector $\beta$ of a contaminated general linear model with an arbitrary linear parametrization and an arbitrary underlying design admitting $\beta$ itself not being identifiable.

One can obviously interpret a linear regression model as an implicit representation of a general linear model by identifying the regressors $x_{1}^{T}, \ldots, x_{N}^{T}$ with rows of a design matrix of a linear model. An attempt to translate by such an identification results on robust estimation of $\beta$ in a linear regression model

[^0]to those for $\beta$ in a general linear model [as can be found in Hampel, Ronchetti, Rousseeuw and Stahel (1986)] translates also the usual distributional assumptions on $x_{1}, \ldots, x_{N}$. The distributional assumption on $x_{1}, \ldots, x_{N}$ defining the linear regression model to be stochastic [see Bickel (1984)] or, equivalently, to have a random carrier [see Maronna and Yohai (1981)] translated to corresponding assumptions on the elements of the design matrix, seems to create discrepancies in interpretations [see Hampel, Ronchetti, Rousseeuw and Stahel (1986), page 308] and restrict application of linear models which are predominantly composed by a given parametrization and an underlying design.

In this paper the random carriers will be identified with the underlying design of the linear model where the notion of a design will be used in its most general sense concerning its application as well as its mathematical form.

To include besides the usual (linear, polynomial, trigonometric, spline) regression experiments also more important generalizations thereof such as experiments simultaneously influenced by qualitative and quantitative factors and to provide a sufficiently adequate basis for design problems intrinsically connected with (robust) estimation in (contaminated) linear models the following more explicit form of a general linear model will be considered:

$$
\begin{equation*}
Y_{N n}\left(t_{n}\right)=a^{T}\left(t_{n}\right) \beta+Z_{N n}, \quad n=1, \ldots, N, N \in \mathbb{N} \tag{1.1}
\end{equation*}
$$

where $t_{1}, \ldots, t_{N}$ are experimental conditions ranging in a set $T, a: T \rightarrow \mathbb{R}^{p}$ is the vector of (known) regression functions, $\beta \in \mathbb{R}^{p}$ is the vector of (unknown) parameters, $Z_{N n}$ are the error variables, $Y_{N n}\left(t_{n}\right)$ are the corresponding observations.

The following relatively simple but practically relevant example of a linear model with two qualitative and $K$ quantitative factors may help as perceptual background for the general statements (and the relevance) of the problem considered in this paper.

The regression functions and the parameter vector of a two-way cross-classified covariance model with linear covariates are defined by

$$
\begin{aligned}
a^{T}(t) \beta & =\beta_{i_{1}}^{(1)}+\beta_{i_{2}}^{(2)}+x^{T} \beta^{(3)}, \\
\text { with } t=\left(i_{1}, i_{2}, x\right)^{T} & \in T \subset\left\{1, \ldots, I_{1}\right\} \times\left\{1, \ldots, I_{2}\right\} \times \mathbb{R}^{K} \subset \mathbb{R}^{K+2},
\end{aligned}
$$

that is,

$$
\begin{equation*}
\beta=\left(\beta_{1}^{(1)}, \ldots, \beta_{I_{1}}^{(1)}, \beta_{1}^{(2)}, \ldots, \beta_{I_{2}}^{(2)}, \beta_{1}^{(3)}, \ldots, \beta_{K}^{(3)}\right)^{T} \in \mathbb{R}^{I_{1}+I_{2}+K} \tag{1.2}
\end{equation*}
$$

and

$$
a=\left(1_{\left(i_{1}=1\right)}, \ldots, 1_{\left\{i_{1}=I_{1}\right\}}, 1_{\left\{i_{2}-1\right)}, \ldots, 1_{\left\{i_{2}=I_{2}\right\}}, \pi_{3}, \ldots, \pi_{K+2}\right)^{T},
$$

where $1_{\left(i_{k}-i\right\}}$ is the indicator function over the set $\left\{i_{k}=i\right\} \subset T$ and $\pi_{j}$ is the $j$ th coordinate mapping (projection on the $j$ th coordinate) of $T$. The case $I_{1}=I_{2}=1$, that is, $\beta_{1}^{(1)}=\cdots=\beta_{I_{2}}^{(2)}=\beta^{0}$ defines the linear regression model
and for $\beta^{0}=0$, one obtains $a^{T}(t) \beta=x^{T} \beta$, the linear regression through the origin.

In the theory of general linear models $a^{T}(t) \beta, t \in T$, is called the linear parametrization of the model and a specific selection $t_{1}, \ldots, t_{N} \in T$, is the allocation of experimental conditions according to the underlying design of the experiment. The mathematical description of a design $\delta$ as a probability measure on ( $T ; \mathscr{T}$ ), where $\mathscr{T}$ is some suitable $\sigma$-algebra on $T$, serves essentially two different practical purposes, namely describing:
1.1. Deterministic designs. The probability measure $\delta$ on $(T, \mathscr{T})$ determines by its support $\operatorname{supp}(\delta)$ at which of the experimental conditions the experiment should be (or has been) performed. The weights of $\delta$ determine the relative frequencies of replications of the experimental conditions in the sequence of $n=1, \ldots, N$ of different runs constituting the experiment of size $N \in \mathbb{N}$. [See literature on approximate designs and their interpretation for cases when $\operatorname{supp}(\delta)$ is too large and, in particular, infinite; see also Kurotschka (1987).]
1.2. Randomized designs. The probability measure $\delta$ on $(T, \mathscr{T})$ determines randomiy through a sequence $T_{1}, \ldots, T_{N}$ of independent random elements each distributed according to $\delta$, the experimental conditions $t_{1}, \ldots, t_{N}$ as realizations of $T_{1}, \ldots, T_{N}$ at which the experiment should be (or has been) performed (and how frequently) in the sequence $n=1, \ldots, N$ of different runs constituting the experiment of size $N \in \mathbb{N}$.

The formal theory of robust estimation of an arbitrary identifiable linear aspect $\varphi(\beta)=C \beta$, where $C \times \mathbb{R}^{s \times p}$, as presented here, is independent of either of the above interpretations of $\delta$ (because of its asymptotic character) and independent of the fact whether the design is subject to choice or given by the particular experimental setup. The allocations $d_{N}:=\left(t_{1}, \ldots, t_{N}\right)^{T}, N \in \mathbb{N}$, of the experimental conditions may be viewed (completely in a formal way) as possible values of the (measurable) vector $D_{N}=\left(T_{1}, \ldots, T_{N}\right)^{T}:=\left(\pi_{1}, \ldots, \pi_{N}\right)^{T}$ of projections $\pi_{n}$ on the (natural) product space ( $T^{\infty}, \mathscr{T}^{\infty}, \delta^{\infty}$ ) and a specific observation $\left(y_{N 1}, \ldots, y_{N N}\right)^{T}$ as a particular value of $Y_{N}\left(D_{N}\right):=\left(Y_{N 1}\left(T_{1}\right), \ldots\right.$, $\left.Y_{N N}\left(T_{N}\right)\right)^{T}, N \in \mathbb{N}$.

The notion of identifiability of $\varphi(\beta)=C \beta$ in the model with an allocation $\left\{t_{1}, \ldots, t_{N}\right\}$ is classically (in the Gauss-Markov theory) defined by the linear estimableness of $\varphi(\beta)$. But there it means actually (and is mathematically equivalent to the fact) that the knowledge of $a^{T}(t) \beta$ for all $t \in\left\{t_{1}, \ldots, t_{N}\right\}$ implies the knowledge of $\varphi(\beta)=C \beta$. This notion may be extended within the more general framework considered here (including obvious interpretations in general asymptotic approaches) to:

Definition 1. A linear aspect $\varphi(\beta)=C \beta$ of $\beta$ will be called identifiable in the linear model, defined by a linear parametrization $a^{T}(t) \beta, t \in T$, and an
underlying design $\delta$, if and only if $a^{T}(t) \beta=0$ for all $t \in \operatorname{supp}(\delta)$ implies $\varphi(\beta)=0$.

From this definition, one sees in particular that the desirable economic design $\delta$ [namely, those with small supp( $\delta$ ) saving the number of changes of experimental conditions but providing efficiency of statistical procedures by replications) will in general leave $\beta$ unidentified even if $\beta$ itself is an identifiable parametrization (see Example 3.3 in Section 3), that is, if $a^{T}(t) \beta=0$ for all $t \in T$ implies $\beta=0$ [which in practical examples is not always the case, see (1.2)].

In the classical approach to estimation problems in general linear models, the deviations $Z_{N n}\left(t_{n}\right):=Y_{N n}\left(t_{n}\right)-a^{T}\left(t_{n}\right) \beta$ of the observations from the true response of the experiment to the experimental conditions described by $t_{n} \in T$ are modeled as stochastically independent, normal and, in particular, symmetrical around zero and independent of $t_{n} \in \operatorname{supp}(\delta)$ distributed random variables, that is, $P^{Z_{N_{n}( }\left(t_{n}\right)}=n_{\left(0, \sigma^{2}\right)}$, where we set $\sigma^{2}=1$ for simplicity.

But it obviously appears more realistic (not only to include the possibility of appearance of gross errors, but also some deviation due to the imperfect description of the response of the experiment to some values $t \in T$ ) to admit contaminations of this classical assumption and to assume

$$
P^{Z_{N n}\left(t_{n}\right)}(d z)=\left(1-\varepsilon_{N}\left(t_{n}\right)\right) n_{(0,1)}(d z)+\varepsilon_{N}\left(t_{n}\right) Q\left(d z, t_{n}\right),
$$

where the distribution $Q\left(d z, t_{n}\right)$ may depend on a particular value $t_{n} \in \operatorname{supp}(\delta)$ and is not necessarily symmetric around zero.

Reasonable (i.e., technically tractable and for applications somehow sufficiently realistic) assumptions on such conditional contaminations are the following [see Bickel's ac0 stochastic linear regression models in (1984) and Rieder's $(1985,1987)(\mathrm{c}, 1)$ models and the origin of them in Huber (1983)]:

1. The amount of conditional contamination given $t \in \operatorname{supp}(\delta)$ described by $\varepsilon_{N}(t) \geq 0$ should decrease with the sample size $N$ so that $\varepsilon_{N}(t)$ is bounded of order $N^{-1 / 2}$ for all $t \in \operatorname{supp}(\delta)$ or at least if $\operatorname{supp}(\delta)$ is infinite in the mean over all $t \in \operatorname{supp}(\delta)$ with respect to $\delta$, that is,

$$
\int \varepsilon_{N}(t) \delta(d t) \leq O\left(N^{-1 / 2}\right)
$$

(see the Markov inequality for possible practical interpretation).
2. The form of conditional contamination given $t \in \operatorname{supp}(\delta)$ described by some (not necessarily symmetric around zero) conditional distribution $Q(d z, t)$ given $t \in \operatorname{supp}(\delta)$ should have a (Lebesgue) density and therefore a conditional density $f(z, t)$ given $t \in \operatorname{supp}(\delta)$ with respect to the standard normal measure $n_{(0,1)}$ such that the sequence of the joint distributions of $\left(Z_{N 1}\left(T_{1}\right), T_{1}\right), \ldots,\left(Z_{N N}\left(T_{N}\right), T_{N}\right), N \geq 1$, is contiguous to $\left(P^{N}\right)_{N \geq 1}$, where $P:=\left(n_{(0,1)} \otimes \delta\right)$.
Setting $\varepsilon_{N}(t)=N^{-1 / 2} R \varepsilon(t)$, the formal description of these assumptions may
be given by:
$\left(Z_{N 1}\left(T_{1}\right), T_{1}\right), \ldots,\left(Z_{N N}\left(T_{N}\right), T_{N N}\right)$ are independent and identically distributed according to $P_{N}=Q_{N} \otimes \delta, N \geq 1$, where

$$
\begin{align*}
Q_{N}(d z, t) & :=P^{Z_{N n}\left(T_{n}\right) \mid T_{n}=t}=P^{Z_{N n}(t)} \\
& =\left(1-N^{-1 / 2} R \varepsilon(t)\right) n_{(0,1)}(d z)+N^{-1 / 2} R \varepsilon(t) Q(d z, t)  \tag{1.3}\\
& =\left(1+N^{-1 / 2} R \varepsilon(t)(f(z, t)-1)\right) n_{(0,1)}(d z)
\end{align*}
$$

with $\varepsilon: T \rightarrow \mathbb{R}^{(+)}$such that $\int \varepsilon d \delta \leq 1$ and $\|\varepsilon(f-1)\|_{\infty}<\infty$ ( $\|q\|_{\infty}$ denoting the $n_{(0,1)} \otimes \delta$-ess sup of $|q|$ ).
Of course, these assumptions define a whole class $\mathscr{P}_{R}$ of sequences $\left(P_{N}^{N}\right)_{N \geq 1}$ of distributions parametrized by $\varepsilon$ and $f$ which can be viewed as a contamination neighbourhood of the central normal model $\left(P^{N}\right)_{N \geq 1}$ with radius $R$ motivating the name conditionally contaminated linear models.

Bickel's $(1981,1984)$ and Rieder's $(1985,1987)$ essential generalization (motivated by Le Cam's general approach to asymptotics) of Huber's $M$-estimators to asymptotically linear estimators with some influence function for estimating the parameter vector $\beta$ of a contaminated linear regression model extends here for the considered general problem obviously as follows.

Definition 2. Let $\varphi(\beta)=C \beta$ be an identifiable linear aspect of the parameter $\beta$ of a conditionally contaminated linear model (1.1) and (1.3). Then $\hat{\varphi}=\left(\hat{\varphi}_{N}\right)_{N \geq 1}$ will be called an asymptotically linear or briefly an AL estimator for $\varphi$ with influence function $\psi$ if and only if there exists a function
$\psi \in \Psi(C):=\left\{\psi: \mathbb{R} \times T \rightarrow \mathbb{R}^{s}, \int|\psi|^{2} d P<\infty, \int \psi d n_{(0,1)}=0, \int \psi a^{T} \zeta d P=C\right\}$ such that -
$N^{1 / 2}\left[\hat{\varphi}_{N}\left(Y_{N}\left(D_{N}\right), D_{N}\right)-\varphi(\beta)-N^{-1} \sum_{n=1}^{N} \psi\left(Y_{N n}\left(T_{n}\right)-a^{T}\left(T_{n}\right) \beta, T_{n}\right)\right] \rightarrow 0$
in probability $\left(P^{N}\right)_{N \geq 1}$. Here $\zeta$ is defined by $\zeta(z, t)=z$ to avoid variables $(z, t)$ of $\psi$.

Under assumptions (1.3) on $\mathscr{P}_{R}$, no modification of Bickel's [(1981), page 18, (1984), page 1351-1355] or Rieder's [(1987), page 317-321] arguments are necessary to establish the asymptotic normality of AL estimators $\hat{\varphi}$ for $\varphi$, that is, the validity of
$\mathscr{L}\left(N^{1 / 2}\left\{\hat{\varphi}_{N}-\varphi-\int \psi d P_{N}\right\} \mid P_{N}^{N}\right) \rightarrow N\left(0, \int \psi \psi^{T} d P\right) \quad$ for all $\left(P_{N}^{N}\right)_{N \geq 1} \in \mathscr{P}_{R}$
as can be seen, for instance, from the results of Behnen and Neuhaus [(1975), page 1350]. Therefore, one obtains immediately the two relevant components of the asymptotic mean square error of an AL estimator $\hat{\varphi}$ for $\varphi$ in terms of its influence function $\psi$, namely the trace of its asymptotic covariance matrix
$V(\hat{\varphi})=\int \psi \psi^{T} d P$, that is, $\operatorname{tr} V(\hat{\varphi})=\int \psi^{T} \psi d P$, and its asymptotic bias $B_{R}(\hat{\varphi})=$. $\sup \left\{\lim \sup _{N \rightarrow \infty}\left|N^{1 / 2} \delta \psi d P_{N}\right| ;\left(P_{N}^{N}\right)_{N \geq 1} \in \mathscr{P}_{R}\right\}=R\|\psi\|_{\infty}$, where $\|\psi\|_{\infty}$ stands for the $P$-ess sup of $|\psi|$.

Hampel's (1978) and Krasker's (1980) natural multivariate extension of Hampel's (1968) widely discussed and appreciated approach to optimum robust estimation, namely, bounding the asymptotic bias (or the infinitesimal sensitivity) of the estimators (robustness) and minimizing the trace of their asymptotic covariance matrix (optimality), motivates the following definition and the resulting estimation problems.

Definition 3. An AL estimator $\hat{\varphi}^{*}$ for $\varphi(\beta)=C \beta$ with influence curve $\psi^{*} \in \Psi(C)$ will be called a minimum trace-AL estimator (MT-AL estimator) for $\varphi$ with bias bound $b$ if and only if $\hat{\varphi}^{*} \in \arg \min \{\operatorname{tr} V(\hat{\varphi}) ; \hat{\varphi} A L$ estimator for $\varphi$ with $\left.B_{R}(\hat{\varphi}) \leq b\right\}$ or in terms of influence functions if and only if $\psi^{*} \in \arg \min \left\{\operatorname{tr} \int \psi \psi^{T} d P ; \psi \in \Psi(C)\right.$ with $\left.\|\psi\|_{\infty} \leq b / R\right\}$.

Here $\arg \min \{G(x) ; x \in X\}$ stands for the set of all arguments $x^{*} \in X$ of $G$ which minimize $G$ on $X$.

With these definitions, the problem considered in this paper is to characterize (as explicitly as possible) the MT-AL estimators with given bias bound for arbitrary (identifiable) linear aspects $\varphi(\beta)=C \beta$ in conditionally contaminated linear models with any given linear parametrization $a^{T}(t) \beta, t \in T$, and for an arbitrary underlying design $\delta$ and in particular for those having finite support.

Theorem 1 gives the general solution of this problem by establishing the existence and uniqueness, and by describing the general form of the influence functions of MT-AL estimators with arbitrary bias bound $b$ including the boundary case where $b$ is minimum possible (MT-AL estimators with minimum infinitesimal sensitivity). Under some assumptions on the parametrization and the underlying design of the linear model which do not seriously restrict the relevant models for applications (see Remark 4), Theorem 2 provides a more explicit and constructive characterization of the MT-AL estimators. The examples on quadratic regression in Section 3 demonstrate the applicability of Theorem 2 and serve (besides being of interest in their own right) to illustrate the particular features of the general results presented in this paper and in particular their practical relevance. Among others the examples show the not-at-all obvious relation between MT-AL estimators for $\beta$ and those for $\varphi=C \beta$. But they also exhibit explicitly the (different) influence of the (different) underlying designs on the (different) estimation problems in a conditionally contaminated linear model and indicate the importance of design problems.

The general setup and the general results of this paper therefore serve also as a basis for investigating optimal designs of conditionally contaminated general linear models. First results on these design problems have been obtained by Müller (1987) and further work including constructions of different classes of examples is in progress.
2. The main results. Lemma 1 clarifies the identifiability of a linear aspect $\varphi(\beta)=C \beta$ in terms of its estimability by AL estimators.

Lemma 1. $\varphi(\beta)=C \beta$ is identifiable in the model if and only if $\Psi(C) \neq \varnothing$.
Remark 1. Lemma 1 shows among other things, that for linear models in which $\beta$ itself is not identifiable, an AL estimator of an identifiable aspect $\varphi(\beta)=C \beta$ cannot be defined by $\hat{\varphi}=C \hat{\beta}$ with $\hat{\beta}$ being an AL (or $M$ ) estimator, because the set of influence functions for $\beta$ is empty.

The generalization of Rieder's [(1985), Theorem 3.7(a)] characterization of all AL estimators for the parametervector $\beta$ of a linear regression model with minimum asymptotic bias is stated here as a lemma (Lemma 2) because it appears here as an auxiliary result. It reduces the problem of characterizing MT-AL estimators (or other optimal robust estimators) with bias bound equal to the minimum possible by characterizing the class of infiuence functions of all AL estimators with minimum asymptotic bias.

For the sake of brevity and without loss of generality, we omit the constant $R$ (i.e., $R:=1$ ) and call $\|\psi\|_{\infty}$ the asymptotic bias and $b_{0}(C):=\min \left\{\|\psi\|_{\infty}\right.$; $\psi \in \Psi(C)\}$ the minimum asymptotic bias.

Lemma 2. Let $b_{0}(C)$ be the minimum asymptotic bias of $A L$ estimators for a linear identifiable $\varphi(\beta)=C \beta$, then:
(i) There exists a matrix $Q_{1} \in \mathbb{R}^{s \times p}$, so that

$$
\begin{align*}
b_{0}(C) & =\operatorname{tr} Q_{1} C^{T}\left(\int\left|Q_{1} a\right| d \delta\right)^{-1}(\pi / 2)^{1 / 2} \\
& =\max \left\{\operatorname{tr} Q C^{T}\left(\int|Q a| d \delta\right)^{-1}(\pi / 2)^{1 / 2} ; Q \in \mathbb{R}^{s \times p} \text { with } Q C^{T} \neq 0\right\} . \tag{2.1}
\end{align*}
$$

(ii) If $Q_{1}$ satisfies (i), then the influence function of every $A L$ estimator for $\varphi(\beta)=C \beta$ with asymptotic bias equal to $b_{0}(C)$ coincides with

$$
\begin{equation*}
\psi_{1}=Q_{1} a\left|Q_{1} a\right|^{-1} b_{0}(C) \operatorname{sgn}(\zeta) 1_{T_{1}}, \quad \text { P-a.e. on } \mathbb{R} \times T_{1}, \tag{2.2}
\end{equation*}
$$

where $T_{1}:=\left\{t \in \operatorname{supp}(\delta) ; Q_{1} a(t) \neq 0\right\}$ and $1_{T_{1}}$ is the indicator function over $T_{1}$.

Remark 2. Because in general (even when estimating the parameter vector $\beta$ itself) the set $T_{1}$ defined in Lemma 2 may have probability $\delta\left(T_{1}\right)<1$, the influence curve $\psi^{*}$ of an AL estimator with minimum asymptotic bias may not be $P$-a.e. determined by the function $\psi_{1}$ of Lemma 2 [see examples (3.3b), (3.6a) and (3.6b)]. There are particular cases of appropriately chosen designs $\delta$ with respect to a given linear parametrization of the model for which $\psi^{*}$ coincides $P$-a.e. with $\psi_{1}$ [see examples (3.3a), (3.9) and (3.12)]. Another example of such a particular case where $\psi_{1}$ and $\psi^{*}$ coincide $P$-a.e. is formulated
as the assumption of Theorem 2 in Ronchetti and Rousseeuw (1985) for estimating $\hat{\beta}$ in a linear regression model through the origin [i.e., $a(t)=$ $a\left(x_{1}, \ldots, x_{p}\right)=\left(x_{1}, \ldots, x_{p}\right)^{T}=t \in \mathbb{R}^{p}=T$ ] assuming that the $\delta$ on $(T, \mathscr{T})=$ ( $R^{p}, \mathscr{B}^{p}$ ) is such that $\int\left(x x^{T} /\|x\|\right) \delta(d x)=k E$, where $E$ is the identity matrix and $k \in \mathbb{R}$. Such particular designs are generally known as isotropic designs with respect to some given parametrization of the linear model.

ThEOREM 1. Let $b_{0}(C)$ be the minimum asymptotic bias of $A L$ estimators for $\varphi(\beta)=C \beta$, then:
(i) For every $b \geq b_{0}(C)$, an MT-AL estimator $\hat{\varphi}^{*}$ for $\varphi(\beta)=C \beta$ with bias bound $b$ exists and is $P$-unique in the following sense: If $\psi^{*}$ and $\psi^{* *}$ are influence functions of two MT-AL estimators, then $\psi^{*}=\psi^{* *} P$-a.e.
(ii) $\hat{\varphi}^{*}$ is an $M T-A L$ estimator for $\varphi(\beta)=C \beta$ with bias bound $b>b_{0}(C)$ if and only if the influence function $\psi^{*}$ of $\hat{\varphi}^{*}$ is of the form

$$
\begin{equation*}
\psi^{*}=Q^{*} a \operatorname{sgn}(\zeta) \min \left\{|\zeta|, b\left|Q^{*} a\right|^{-1}\right\}, \quad \text { P-a.e., } \tag{2.3}
\end{equation*}
$$

where $Q^{*} \in \mathbb{R}^{s \times p}$ is a solution of $Q^{*} \int a a^{T}\left[2 \Phi\left(b\left|Q^{*} a\right|^{-1}\right)-1\right] d \delta=C$.
(iii) $\hat{\varphi}^{*}$ is an $M T-A L$ estimator for $\varphi(\beta)=C \beta$ with bias bound $b=b_{0}(C)$ if and only if the influence function $\psi^{*}$ of $\hat{\varphi}^{*}$ is $P$-a.e. of the form

$$
\begin{align*}
\psi^{*}= & \sum_{m=1}^{M-1} Q_{m} a\left|Q_{m} a\right|^{-1} b \operatorname{sgn}(\zeta) 1_{\mathrm{R} \times T_{m}}  \tag{2.4}\\
& +Q_{M} a \operatorname{sgn}(\zeta) \min \left\{|\zeta|, b\left|Q_{M} a\right|^{-1}\right\} 1_{\mathrm{R} \times T_{M}},
\end{align*}
$$

where for $m=1, \ldots, M-1, Q_{m} \in \mathbb{R}^{s \times p}$ are solutions of

$$
Q_{m}(2 / \pi)^{1 / 2} b \int_{T_{m}} a a^{T}\left|Q_{m} a\right|^{-1} d \delta=C_{m} \neq 0
$$

and $Q_{M} \in \mathbb{R}^{s \times p}$ is a solution of $Q_{M} \int_{T_{M}} a a^{T}\left[2 \Phi\left(b\left|Q_{M} a\right|^{-1}\right)-1\right] d \delta=C_{M}$ with $T_{m}:=\left\{t \in \operatorname{supp}(\delta) \backslash \cup_{k=1}^{m-1} T_{k} ; \quad Q_{m} a(t) \neq 0\right\}, \quad m=1, \ldots, M \geq 2$, and $C=$ $\sum_{m=1}^{M} C_{m}$.

REMARK 3. As a referee pointed out to us, the if part concerning the optimality of an influence function of form (2.3) of Theorem 1(ii) for linear regression models can be deduced from Samarov's (1985) results (by setting his quantity $M$ equal to $C^{T} C$ ). Also the estimation of a part $\beta_{1}$ of the parameter vector $\beta=\left(\beta_{1}^{T}, \beta_{2}^{T}\right)^{T}$ given in Hampel, Ronchetti, Rousseeuw and Stahel [(1986), Section 4.4] can be regarded as a particular case of the if direction of Theorem 1(ii).

Theorem 2. If the design $\delta$ has finite support $\left\{t_{1}, \ldots, t_{r}\right\}$ and the design matrix $A_{\delta}:=\left(\left(a_{j}\left(t_{i}\right)\right)_{i=1, \ldots, r}^{j=1, \ldots, p}\right)$ has rank $r$ such that $\varphi(\beta)=C \beta$ is identifiable, then:
(i) The minimum asymptotic bias $b_{0}(C)$ of an $A L$ estimator is equal to $b_{0}(C)=\max \left\{(\pi / 2)^{1 / 2}\left|C I^{-}(\delta) a\left(t_{i}\right)\right| ; i=1, \ldots, r\right\}$, where $I^{-}(\delta)$ is any general-
ized inverse of the information matrix $I(\delta):=\int a(t) a^{T}(t) \delta(d t)$ of $\delta$.
(ii) The influence function of a MT-AL estimator with bias bound $b \geq b_{0}{ }^{(C)}$ is $P$-a.e. equal to $\psi^{*}$ defined pointwise by

$$
\psi^{*}(z, t)=\left\{\begin{array}{l}
C I^{-}(\delta) a(t) \operatorname{sgn}(z)\left(\frac{\pi}{2}\right)^{1 / 2}, \\
\quad \text { for all } t \in\left\{t_{1}, \ldots, t_{r}\right\} \text { with }\left|C I^{-}(\delta) a(t)\right|\left(\frac{\pi}{2}\right)^{1 / 2}=b \\
C I^{-}(\delta) a(t) \frac{\operatorname{sgn}(z) \min \{|z|, b y(t)\}}{\left|C I^{-}(\delta) a(t)\right| y(t)}, \\
\quad \text { for all } t \in\left\{t_{1}, \ldots, t_{r}\right\} \text { with } \quad 0<\left|C I^{-}(\delta) a(t)\right|\left(\frac{\pi}{2}\right)^{1 / 2}<b \\
0, \quad \text { for all other } t \in T
\end{array}\right.
$$

where $y(t)$ is a positive fixed point of $f_{t}(y):=(2 \Phi(b y)-1)\left|C I^{-}(\delta) a(t)\right|^{-1}$, that is, the largest coordinate $y=y(t)$ at which the straight line

$$
g_{t}(y)=\frac{\left|C I^{-}(\delta) a(t)\right|}{2} y+\frac{1}{2}
$$

intersects the (scaled) standard normal distribution function $h(y)=\Phi(b y)$.
REmark 4. Theorem 2 shows that for designs $\delta$ with minimum support, that is, designs with support points $t_{1}, \ldots, t_{r}$ which in particular create linear independent vectors $a\left(t_{1}\right), \ldots, a\left(t_{r}\right)$ of regression coefficients, the influence functions of MT-AL estimators for every identifiable aspect $\varphi$ will have at most two different branches. That two different branches may actually occur when estimating with minimum asymptotic bias is demonstrated by examples (3.6a, b) even if estimating the whole parameter vector $\beta$ in case of its identifiability [see (3.3b)]. Fortunately, designs with minimum support are of particular practical interest in applications (as already pointed out) so that the explicit characterization of the minimum bias and of influence functions given in Theorem 2 is of particular practical relevance.
3. Example: Quadratic regression. To be able to compare estimators for $\beta$ with those for $\varphi(\beta)=C \beta$, the parameter $\beta$ has to be identifiable in the model and to illuminate this comparison, $C$ has to be as simple as possible (but not trivial), therefore, consider a conditionally contaminated quadratic regression model $X(t)=\beta_{0}+\beta_{1} t+\beta_{2} t^{2}+Z(t), t \in T \subset \mathbb{R}$, that is, $a(t)=\left(1, t, t^{2}\right)^{T}$ and $\beta=\left(\beta_{0}, \beta_{1}, \beta_{2}\right)^{T}$, and let $\varphi(\beta)=\left(\beta_{1}, \beta_{2}\right)^{T}$, that is, $C=\left(\begin{array}{lll}0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right)$. A reasonable classical optimum design on $T=[-1,1]$ for $\beta$ is

$$
\delta=\frac{1}{4} e_{-1}+\frac{1}{2} e_{0}+\frac{1}{4} e_{1}
$$

where $e_{t}$ is the Dirac measure (unit point mass) over $t$.

To realize the influence of a design on the form of the influence function $\psi^{*}$ of a MT-AL estimator, the following slight change of $\delta$ (actually only of its weights) is very informative:

$$
\bar{\delta}=\frac{2}{7} e_{-1}+\frac{3}{7} e_{0}+\frac{2}{7} e_{1} .
$$

Straightforward application of Theorem 2 by computing $I^{-}(\delta) a(t)$ solves the following estimation problems.
3.1. Estimation of $\beta=\left(\beta_{1}, \beta_{2}, \beta_{3}\right)^{T}$. The minimum asymptotic bias $b_{0}(E)$ (here $E=$ identity matrix) of an AL-estimator for $\beta$ is equal to

$$
b_{0}(E)= \begin{cases}2 \pi^{1 / 2}, & \text { for the design } \delta,  \tag{3.1}\\ \frac{7}{3} \pi^{1 / 2}, & \text { for the design } \bar{\delta}\end{cases}
$$

3.1.A. The ( $P$-unique) influence function $\psi^{*}$ of a MT-AL estimator for $\beta$ with bias bound $b>b_{0}(E)$ is equal to

$$
\psi^{*}(z, t)=\frac{1}{2^{-1 / 2}} \frac{1}{u} \operatorname{sgn}(z) \min \{|z|, b u\} \cdot \begin{cases}(0,-1,1)^{T}, & \text { for } t=-1  \tag{3.2a}\\ (0,1,1)^{T}, & \text { for } t=1 \\ (1,0,-1)^{T}, & \text { for } t=0\end{cases}
$$

for the design $\delta$, where $u$ is the positive solution of $2^{1 / 2} u+1 / 2=\Phi(b u)$, that is, $u \approx 0.349$ for $b=2 b_{0}(E)$ and

$$
\psi^{*}(z, t)= \begin{cases}2^{-1 / 2} u^{-1} \operatorname{sgn}(z) \min \{|z|, b u\}(0,-1,1)^{T}, & \text { for } t=-1,  \tag{3.2b}\\ 2^{-1 / 2} u^{-1} \operatorname{sgn}(z) \min \{|z|, b u\}(0,1,1)^{T}, & \text { for } t=1, \\ 2^{-1 / 2} v^{-1} \operatorname{sgn}(z) \min \{|z|, b v\}(1,0,-1)^{T}, & \text { for } t=0\end{cases}
$$

for the design $\bar{\delta}$, where $u$ and $v$ are the positive solutions of $7\left(2^{-1 / 2}\right) u / 4+$ $1 / 2=\Phi(b u)$ and $7\left(2^{-1 / 2}\right) v / 3+1 / 2=\Phi(b v)$, that is, $u \approx 0.404$ and $v \approx$ 0.299 for $b=2 b_{0}(E)$.
3.1.B. The ( $P$-unique) influence function $\psi_{0}^{*}$ of a MT-AL estimator for $\beta$ with bias bound $b=b_{0}(E)$, that is, with minimum asymptotic bias, is equal to

$$
\psi_{0}^{*}(z, t)=(2 \pi)^{1 / 2} \operatorname{sgn}(z) \cdot \begin{cases}(0,-1,1)^{T}, & \text { for } t=-1  \tag{3.3a}\\ (0,1,1)^{T}, & \text { for } t=1 \\ (1,0,-1)^{T}, & \text { for } t=0\end{cases}
$$

for the design $\delta$ and

$$
\psi_{0}^{*}(z, t)= \begin{cases}2^{-1 / 2} u^{-1} \operatorname{sgn}(z) \min \left\{|z|, \frac{7}{3} \pi^{1 / 2} u\right\}(0,-1,1)^{T}, & \text { for } t=-1,  \tag{3.3b}\\ 2^{-1 / 2} u^{-1} \operatorname{sgn}(z) \min \left\{|z|, \frac{7}{3} \pi^{1 / 2} u\right\}(0,1,1)^{T}, & \text { for } t=1, \\ \frac{7}{3}(\pi / 2)^{1 / 2} \operatorname{sgn}(z)(1,0,-1)^{T}, & \text { for } t=0\end{cases}
$$

for the design $\bar{\delta}$, where $u$ is the positive solution of $7\left(2^{-1 / 2}\right) u / 4+1 / 2=$ $\Phi\left(7 \pi^{1 / 2} u / 3\right)$, that is, $u \approx 0.339$. Note that for $\delta$,

$$
Q_{1}=\left(\begin{array}{rrr}
1 & 0 & -1 \\
0 & 1 & 0 \\
-1 & 0 & 2
\end{array}\right), \quad Q_{2}=0, C_{1}=E, C_{2}=0
$$

and for $\bar{\delta}$,

$$
\begin{gathered}
Q_{1}=\left(\begin{array}{rrr}
1 & 0 & -1 \\
0 & 0 & 0 \\
-1 & 0 & 1
\end{array}\right), \quad Q_{2}=2^{-1 / 2} u^{-1}\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), \\
C_{1}=\left(\begin{array}{rrr}
1 & 0 & 0 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right), \quad C_{2}=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & 0 \\
1 & 0 & 1
\end{array}\right),
\end{gathered}
$$

fulfill the characterizing properties of Theorem 1(iii).
3.2. Estimating $\varphi(\beta)=C \beta=\left(\beta_{1}, \beta_{2}\right)^{T}$. The minimum asymptotic bias $b_{0}(C)$ of an AL-estimator for $\varphi$ is equal to

$$
b_{0}(C)= \begin{cases}2 \pi^{1 / 2}, & \text { for the design } \delta,  \tag{3.4}\\ \frac{7}{4} \pi^{1 / 2}, & \text { for the design } \bar{\delta}\end{cases}
$$

3.2.A. The ( $P$-unique) influence function $\psi_{C}^{*}$ of a MT-AL estimator for $\varphi$ with bias bound $b>b_{0}(C)$ is equal to
(3.5a) $\quad \psi_{C}^{*}(z, t)= \begin{cases}2^{-1 / 2} u^{-1} \operatorname{sgn}(z) \min \{|z|, b u\}(-1,1)^{T}, & \text { for } t=-1, \\ 2^{-1 / 2} u^{-1} \operatorname{sgn}(z) \min \{|z|, b u\}(1,1)^{T}, & \text { for } t=1, \\ v^{-1} \operatorname{sgn}(z) \min \{|z|, b v\}(0,-1)^{T}, & \text { for } t=0\end{cases}$
for the design $\delta$, where $u$ and $v$ are positive solutions of $2^{1 / 2} u+1 / 2=\Phi(b u)$ and $v+1 / 2=\Phi(b v)$, that is $u \approx 0.349$ and $v=0.500$ for $b=2 b_{0}(C)$ and

$$
\psi_{C}^{*}(z, t)= \begin{cases}2^{-1 / 2} u^{-1} \operatorname{sgn}(z) \min \{|z|, b u\}(-1,1)^{T}, & \text { for } t=-1,  \tag{3.5b}\\ 2^{-1 / 2} u^{-1} \operatorname{sgn}(z) \min \{|z|, b u\}(1,1)^{T}, & \text { for } t=1, \\ v^{-1} \operatorname{sgn}(z) \min \{|z|, b v\}(0,-1)^{T}, & \text { for } t=0,\end{cases}
$$

for the design $\bar{\delta}$, where $u$ and $v$ are positive solutions of $7\left(2^{-1 / 2}\right) u / 4+$ $1 / 2=\Phi(b u)$ and $7 v \cdot / 6+1 / 2=\Phi(b v)$, that is, $u \approx 0.399$ and $v \approx 0.425$ for $b=2 b_{0}(C)$.
3.2.B. The ( $P$-unique) influence function $\psi_{C, 0}^{*}$ of a MT-AL estimator for $\varphi$ with bias bound $b=b_{0}(C)$, that is, with minimum asymptotic bias, is equal to

$$
\psi_{C, 0}^{*}(z, t)= \begin{cases}(2 \pi)^{1 / 2} \operatorname{sgn}(z)(-1,1)^{T}, & \text { for } t=-1,  \tag{3.6a}\\ (2 \pi)^{1 / 2} \operatorname{sgn}(z)(1,1)^{T}, & \text { for } t=1, \\ v^{-1} \operatorname{sgn}(z) \min \left\{|z|, 2 \pi^{1 / 2} v\right\}(0,-1)^{T}, & \text { for } t=0,\end{cases}
$$

for the design $\delta$, where $v$ is the positive solution of $v+1 / 2=\Phi\left(2 \pi^{1 / 2} v\right)$, that is, $v \approx 0.441$ and

$$
\psi_{c, 0}^{*}(z, t)= \begin{cases}\frac{7}{4}(\pi / 2)^{1 / 2} \operatorname{sgn}(z)(-1,1)^{T}, & \text { for } t=-1,  \tag{3.6b}\\ \frac{7}{4}(\pi / 2)^{1 / 2} \operatorname{sgn}(z)(1,1)^{T}, & \text { for } t=1, \\ v^{-1} \operatorname{sgn}(z) \min \left\{|z|, \frac{7}{4} \pi^{1 / 2} v\right\}(0,-1)^{T}, & \text { for } t=0,\end{cases}
$$

for the design $\bar{\delta}$, where $v$ is the positive solution of $7 v / 6+1 / 2=\Phi\left(7 \pi^{1 / 2} v / 4\right)$, that is, $v \approx 0.194$. Note that for $\delta$ and $\bar{\delta}$,

$$
\begin{array}{rlrl}
Q_{1}=\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), & Q_{2}=v^{-1}\left(\begin{array}{rrr}
0 & 0 & 0 \\
-1 & 0 & 1
\end{array}\right), \\
C_{1} & =\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 1
\end{array}\right), & C_{2}=\left(\begin{array}{rrr}
0 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right)
\end{array}
$$

fulfill the characterizing properties of Theorem 1(iii).
3.3. Estimating $\varphi(\beta)=C_{1} \beta=\beta_{1}$, that is, $C_{1}=(0,1,0)$. Under the design $\delta=e_{-1} / 4+e_{0} / 2+e_{1} / 4$, the minimum asymptotic bias for $\varphi(\beta)=C_{1} \beta=\beta_{1}$ is equal to

$$
\begin{equation*}
b_{0}\left(C_{1}\right)=(2 \pi)^{1 / 2} . \tag{3.7}
\end{equation*}
$$

For this design the ( $P$-unique) influence function of a MT-AL estimator with bias bound $b$ for $\varphi(\beta)=\beta_{1}$ is equal to

$$
\begin{equation*}
\psi_{C_{1}}^{*}(z, t)=u^{-1} \operatorname{sgn}(z) \min \{|z|, b u\} t 1_{\{-1,1)}(t) \text { for } b>b_{0}\left(C_{1}\right), \tag{3.8}
\end{equation*}
$$

where $u$ is the positive solution of $u+1 / 2=\Phi(b u)$, that is, $u=0.493$ for $b=2 b_{0}\left(C_{1}\right)$ and is equal to

$$
\begin{equation*}
\psi_{C_{1}, 0}^{*}(z, t)=2(\pi / 2)^{1 / 2} \operatorname{sgn}(z) t 1_{\{-1,1\}}(t) \text { for } b=b_{0}\left(C_{1}\right) . \tag{3.9}
\end{equation*}
$$

Note that under the classical optimum design $\delta^{*}=e_{-1} / 2+e_{1} / 2$ for estimating the linear aspect $\varphi(\beta)=\beta_{1}$, the parameter vector $\beta$ itself is not identifiable. Under this design the minimum asymptotic bias of an AL estima-
tor for $\varphi(\beta)=\beta_{1}$ is equal to

$$
\begin{equation*}
b_{0}\left(C_{1}\right)=(\pi / 2)^{1 / 2} \tag{3.10}
\end{equation*}
$$

The ( $P$-unique) infiuence function of a MT-AL estimator with bias bound $b$ is equal to

$$
\begin{equation*}
\psi_{C_{1}}^{*}(z, t)=u^{-1} \operatorname{sgn}(z) \min \{|z|, b u\} t 1_{\{-1,1]}(t) \text { for } b>b_{0}\left(C_{1}\right), \tag{3.11}
\end{equation*}
$$

where $u$ is the positive solution of $u / 2+1 / 2=\Phi(b u)$, that is, $u \approx 0.987$ for $b=2 b_{0}\left(C_{1}\right)$, and is equal to

$$
\begin{equation*}
\psi_{C_{1,0}}^{*}(z, t)=(\pi / 2)^{1 / 2} \operatorname{sgn}(z) t 1_{(-1,1)}(t) \text { for } b=b_{0}\left(C_{1}\right) . \tag{3.12}
\end{equation*}
$$

A comparison of these worked out examples, which have their own interest in applications, may help one to appreciate the general set up and the general results presented in this paper, in particular, with regard to design problems in conditionally contaminated linear models. The examples show in particular how different designs of the linear model may influence the size of the asymptotic bias as well as the shape of the influence functions of MT-AL estimators (and therefore of $M$-estimators if these exist) and how differently if different linear aspects $\varphi$ of $\beta$ are of actual interest. Note in particular that there is neither an evident relation between $\psi^{*}$ and $\psi_{C}^{*}$ nor between $\psi_{0}^{*}$ and $\psi_{C, 0}^{*}$ reflecting the simple relation between $\beta$ and $\varphi=C \beta$.

## 4. Proofs.

Proof of Lemma 1. If $\varphi(\beta)=C \beta$ is identifiable, then the Gauss-Markov estimator for $\varphi(\beta)$ exists and is an AL estimator for $\varphi(\beta)$ with influence function $\psi_{\infty}=C\left(\int a a^{T} d \delta\right)^{-} a \zeta \in \Psi(C)$, that is, $\Psi(C) \neq \varnothing$, (here $A^{-}$denotes an arbitrary g-inverse of $A$, that is, a matrix $A^{-}$with $A A^{-} A=A$ ).

Assume $\psi(C) \neq \varnothing$, that is, there exists a $\psi_{0} \in \Psi(C)$. Then $a^{T}(t) \beta=0$ for $\delta$-a.e. $t \in T$ implies $C \beta=\int \psi_{0} a^{T} \zeta d P \beta=\int \psi_{0} a^{T} \beta \zeta d P=0$ which shows identifiability of $\varphi(\beta)=C \beta$.

Proof of Lemma 2. The proof can be based on the same standard arguments as used by Rieder (1985). But here they need some modification [because the matrix $C$ defining $\varphi(\beta)=C(\beta)$ is not equal to the identity matrix and is not even square] and some extension (because it is not assumed that $\beta$ is identifiable under $\delta$ nor that $\beta$ is at all an identifiable parametrization). Partitioning $C=\left(c_{1}|\cdots| c_{p}\right)$ and $Q=\left(q_{1}|\cdots| q_{p}\right) \in \mathbb{R}^{s \times p}$ and considering $g_{i}(\psi):=c_{i}-\int \psi a_{i} \zeta d P$ as functions on $\psi:=\left\{\psi: \mathbb{R} \times T \rightarrow \mathbb{R}^{s} ; \int|\psi|^{2} d P<\infty\right.$, $\left.\int \psi d n_{(0,1)}=0\right\}$, one obtains $\operatorname{tr} Q C^{T}-\int \psi^{T} Q a \zeta d P=\sum_{i=1}^{p} q_{i}^{T} g_{i}(\psi)$. This implies for all $\psi \in \Psi(C)$,

$$
\begin{equation*}
\operatorname{tr} Q C^{T}=\int \psi^{T} Q a \zeta d P \leq\|\psi\|_{\infty} \int|Q a| d \delta(\pi / 2)^{-1 / 2}, \tag{4.1}
\end{equation*}
$$

that is, $b_{0}(C) \geq \operatorname{tr} Q C^{T}\left(\int|Q a| d \delta\right)^{-1}(\pi / 2)^{1 / 2}$ for all $Q$ with $Q C^{T} \neq 0$ (note that $Q C^{T} \neq 0$ implies $\int|Q a| d \delta>0$ ).

The existence of $Q_{1}$ satisfying (i) can be proved by first showing the existence of $\tilde{\psi} \in \Psi(C)$ such that $\|\tilde{\psi}\|_{\infty}=\inf \left\{\|\psi\|_{\infty} ; \psi \in \Psi(C)\right\}$ and then deducing the existence or̂ $Q_{1}$ via the Lagrange principle which provides the existence of Lagrange multipliers $q_{11}, \ldots, q_{1 p} \in \mathbb{R}^{s}$ satisfying $\|\psi\|_{\infty}+\sum_{i=1}^{p} q_{1 i}^{T} g_{i}(\psi) \geq$ $\|\tilde{\psi}\|_{\infty}+\sum_{i=1}^{P} q_{1 i}^{T} g_{i}(\tilde{\psi})=\|\tilde{\psi}\|_{\infty}$ for all $\psi \in \Psi$.

Whereas the proof of the first part is standard (weak compactness arguments, as in the proof of Theorem 1), the application of the Lagrange principle requires the linear independence of $g_{1}, \ldots, g_{p}$ on $\Psi$, that is, in the here considered case, the linear independence of the regression functions $a_{1}, \ldots, a_{p}$ on $\operatorname{supp}(\delta)$. But this excludes the practically more realistic models and problems. To overcome this difficulty, the following transformation argument appears helpful:

Let $\bar{a}=\left(\bar{a}_{1}, \ldots, \bar{a}_{r}\right)$ be a basis of $\operatorname{lin}\left\{a_{1}, \ldots, a_{p}\right\}$ on supp $(\delta)$, then there exist $A \in \mathbb{R}^{p \times r}$ and a generalized inverse $A^{-}$of $A$ such that $a=A \bar{a}, \bar{a}=A^{-} a$ on $\operatorname{supp}(\delta)$ and $C\left(A^{-}\right)^{T} A^{T}=C$.

Because for all $\psi \in \Psi(C)$, one has $\int \psi \bar{a}^{T} \zeta d P=\int \psi a^{T} \zeta d P\left(A^{-}\right)^{T}=$ $C\left(A^{-}\right)^{T}=\bar{C}$ and for all
$\bar{\psi} \in \bar{\Psi}(\bar{C}):=\left\{\psi: \mathbb{R} \times T \rightarrow \mathbb{R}^{s} ; \int|\psi|^{2} d P<\infty, \int \psi d n_{(0,1)}=0, \int \psi \bar{a}^{T} \zeta d P=\bar{C}\right\}$,
one has $\int \bar{\psi} a^{T} \zeta d P=\int \bar{\psi} \bar{a}^{T} \zeta d P A^{T}=\bar{C} A^{T}=C\left(A^{-}\right)^{T} A^{T}=C$, it follows that $\bar{\Psi}(\bar{C})=\Psi(C)$ and, in particular, $b_{0}(C)=\min \{\|\bar{\psi}\| ; \bar{\psi} \in \bar{\Psi}(\bar{C})\}$.

This shows that the minimum bias of AL-estimators in the model with arbitrary regression functions $a$ coincides with that in the transformed model with linear independent regression functions $\bar{a}$ on $\operatorname{supp}(\delta)$.

Therefore, the Lagrange principle applies to the transformed model: There exists $\bar{Q}_{1} \in \mathbb{R}^{s \times r}$ with $\bar{Q}_{1} \bar{C}^{T} \neq 0$ which satisfies (i) with a replaced by $\bar{a}$. But because $\bar{C}=C\left(A^{-}\right)^{T}$ and $\bar{a}=A^{-} a$ on $\operatorname{supp}(\delta)$, there exists $Q_{1}:=\bar{Q}_{1} A^{-} \in \mathbb{R}^{s \times p}$ with $Q_{1} C^{T}=\bar{Q}_{1} A^{-} C^{T}=\bar{Q}_{1} \bar{C}_{1}^{T} \neq 0$ satisfying (i) with the originally given regression functions $a$ (note that $Q_{1} a=\bar{Q}_{1} \bar{a}$ by construction).

The statement (ii) follows from the Cauchy-Schwarz and Hölder inequalities: Equality in (4.1) holds if and only if $\psi$ coincides with $\psi_{1}$ for all $t \in \operatorname{supp}(\delta)$ for which $Q_{1} a(t) \neq 0$.

Proof of Theorem 1. (i) The weak compactness of $\Psi_{b}(C):=\{\psi \in \psi(C)$; $\left.\|\psi\|_{\infty} \leq b\right\}$ [see also Bickel (1984), page 1355, Rieder (1985), page 35] implies for every sequence $\left(\psi_{n} \in \Psi_{b}(C)\right)_{n \geq 1}$ such that

$$
\lim _{n \rightarrow \infty} \operatorname{tr} \int \psi_{n} \psi_{n}^{T} d P=i:=\inf \left\{\operatorname{tr} \int \psi \psi^{T} d P ; \psi \in \Psi_{b}(C)\right\}
$$

the existence of a subsequence $\left(\psi_{n(k)}\right)_{k \geq 1}$ of $\left(\psi_{n}\right)_{n \geq 1}$ and of an infiuence
function $\psi^{*} \in \Psi_{b}(C)$ with

$$
\begin{aligned}
\operatorname{tr} \int \psi^{*} \psi^{* T} d P & =\lim _{k \rightarrow \infty} \int \psi_{n(k)}^{T} \psi^{*} d P \leq \lim _{k \rightarrow \infty} \int\left|\psi_{n(k)}\right|\left|\psi^{*}\right| d P \\
& \leq \lim _{k \rightarrow \infty}\left(\int\left|\psi_{n(k)}\right|^{2} d P\right)^{1 / 2}\left(\int\left|\psi^{*}\right|^{2} d P\right)^{1 / 2} \\
& =i^{1 / 2}\left(\operatorname{tr} \int \psi^{*} \psi^{* T} d P\right)^{1 / 2} .
\end{aligned}
$$

This proves the existence of an influence function $\psi^{*}$ of an MT-AL estimator for $\varphi$ with bias bound $b \geq b_{0}(C)$. The $P$-uniqueness of $\psi^{*}$ follows from (ii) and (iii).

An AL estimator $\hat{\varphi}^{*}=\left(\hat{\varphi}_{N}^{*}\right)_{N \geq 1}$ with influence function $\psi^{*}$ can be obtained by extending Rieder's [(1985), page 71] construction of an AL estimator for the parameter vector of a linear regression model to the general problem as follows: For a realization $d_{N}=\left(t_{1}, \ldots, t_{N}\right)^{T}$ of the design $\delta$ and the realization $y_{N}:=\left(y_{N 1}, \ldots, y_{N N}\right)^{T}$ of the corresponding observation $Y_{N}\left(d_{N}\right)=$ $\left(Y_{N 1}\left(t_{1}\right), \ldots, Y_{N N}\left(t_{N}\right)\right)^{T}$, define $\hat{\varphi}_{N}^{*}\left(y_{N}, d_{N}\right):=C\left(A^{-}\right)^{T} \beta_{N}^{*}\left(y_{N}, d_{N}\right)+$ $N^{-1} \sum_{n=1}^{N} \psi^{*}\left(y_{N n}-\alpha\left(t_{n}\right)^{T}\left(A^{-}\right)^{T} \beta_{N}^{*}\left(y_{N}, d_{N}\right), t_{n}\right)$, where $\beta_{N}^{*}\left(y_{N}, d_{N}\right)$ is a discretized version in the sense of Rieder [(1985), page 71] of $\left(\bar{A}\left(d_{N}\right)^{T} \bar{A}\left(d_{N}\right)\right)^{-}$ $\bar{A}\left(d_{N}\right)^{T} y_{N}$ with $\bar{A}\left(d_{N}\right):=\left(a\left(t_{1}\right)|\cdots| a\left(t_{N}\right)\right)^{T}\left(A^{-}\right)^{T}$ and $A$ as in Lemma 2. The asymptotic linearity of $\left(\hat{\varphi}_{N}^{*}\right)_{N \geq 1}$ can then be proved by introducing the following transformation:

For $i=1, \ldots, s$, let $C^{i}:=e_{i}^{T} C\left(A^{-}\right)^{T} \in \mathbb{R}^{1 \times r}, \psi^{i}:=e_{i}^{T} \psi^{*}, \hat{\varphi}_{N}^{i}:=e_{i}^{T} \hat{\varphi}_{N}^{*}$, where $e_{i}$ is the $i$ th unit vector of $\mathbb{R}^{s}$.
Then there exist $B \in \mathbb{R}^{r-1 \times r}, \psi_{N}^{B}: \mathbb{R} \times T \rightarrow \mathbb{R}^{r-1}, \psi^{B}:=\mathbb{R} \times T \rightarrow \mathbb{R}^{r-1}$ and $\hat{\varphi}_{N}^{B}: \mathbb{R}^{N} \times T^{N} \rightarrow \mathbb{R}^{r-1}$ so that

$$
\bar{C}:=\binom{C^{i}}{B} \in \mathbb{R}^{r \times r} \quad \text { is regular, } \quad \bar{\psi}:=\bar{C}^{-1}\binom{\psi^{i}}{\psi^{B}}, \quad \bar{\psi}_{N}:=\bar{C}^{-1}\binom{\psi^{i}}{\psi_{N}^{B}}
$$

fulfill conditions (4.23), (4.24) and (4.25) in Rieder [(1985), page 65] and

$$
\begin{aligned}
\bar{\varphi}_{N}\left(y_{N}, d_{N}\right):= & \bar{C}^{-1}\binom{\hat{\varphi}_{N}^{i}\left(y_{N}, d_{N}\right)}{\hat{\varphi}_{N}^{B}\left(y_{N}, d_{N}\right)} \\
= & \beta_{N}^{*}\left(y_{N}, d_{N}\right) \\
& +N^{-1} \sum_{n=1}^{N} \bar{\psi}_{N}\left(y_{N n}-a\left(t_{n}\right)^{T}\left(A^{-}\right)^{T} \beta_{N}^{*}\left(y_{N}, d_{N}\right), t_{n}\right) .
\end{aligned}
$$

Therefore, Theorem 4.10 in Rieder (1985) provides

$$
N^{1 / 2}\left[\bar{\varphi}_{N}\left(Y_{N}\left(D_{N}\right), D_{N}\right)-\bar{\beta}-N^{-1} \sum_{n=1}^{N} \bar{\psi}\left(Y_{N n}\left(T_{n}\right)-\bar{a}\left(T_{n}\right)^{T} \bar{\beta}, T_{n}\right)\right] \rightarrow 0
$$

with $\bar{\beta}:=A^{T} \beta \in \mathbb{R}^{r}$ and $\bar{a}:=A^{-} a: T \rightarrow \mathbb{R}^{r}$.

Premultiplication with $\bar{e}_{1} \bar{C}$ where $\bar{e}_{i}$ is the $i$ th unit vector in $\mathbb{R}^{r}$ yields the asymptotic linearity of $\left(\hat{\varphi}_{N}^{i}\right)_{N>1}$ for $e_{i}^{T} C \beta$ with influence functions $\psi^{i}$ and thus completes the proof of (i).
(ii) The problem of characterizing $\psi^{*} \in \arg \min \left\{\operatorname{tr} \int \psi \psi^{T} d P ; \psi \in \Psi(C)\right.$, $\left.\|\psi\|_{\infty} \leq b\right\}$ for $b>b_{0}(C)$ can be solved by modifying and extending arguments of Bickel [(1981), page 35] and Rieder [(1987), page 334], see also the original arguments in Hampel [(1968), pages 51-52] and Krasker [(1980), page 1342]. For a solution by the Lagrange principle, let $g_{i}: \Psi: \rightarrow \mathbb{R}^{s}, i=1, \ldots, p$, be as in Lemma 2. Then the Lagrange principle provides the existence of Lagrange multipliers $q_{1}, \ldots, q_{p} \in \mathbb{R}^{s}$ and $q \in \mathbb{R}^{+}$satisfying

$$
\begin{aligned}
& \operatorname{tr} \int \psi \psi^{T} d P+2 \sum_{i=1}^{p} q_{i}^{T} g_{i}(\psi)+q\left(\|\psi\|_{\infty}-b\right) \\
& \quad \geq \operatorname{tr} \int \psi^{*}\left(\psi^{*}\right)^{T} d P+2 \sum_{i=1}^{p} q_{i}^{T} g_{i}\left(\psi^{*}\right)+q\left(\left\|\psi^{*}\right\|_{\infty}-b\right) \\
& \quad=\operatorname{tr} \int \psi^{*}\left(\psi^{*}\right)^{T} d P \text { for all } \psi \in \Psi .
\end{aligned}
$$

In case of linearly dependent $g_{1}, \ldots, g_{p}$, reparametrize the model as in Lemma 2 by $a \rightarrow \bar{a}:=A^{-} a$ and $\bar{C}:=C\left(A^{-}\right)^{T}$. From the above inequality with accordingly redefined functions $\bar{g}_{1}, \ldots, \bar{g}_{r}$ and the corresponding matrix $\bar{Q}$ := $\left(\bar{q}_{1}|\cdots| \bar{q}_{r}\right) \in \mathbb{R}^{s \times r}$ of Lagrange multipliers, one obtains for every $\psi \in \Psi$ with $\|\psi\|_{\infty} \leq b:$

$$
\begin{aligned}
\int \mid \psi- & \left.\bar{Q} \bar{a} \zeta\right|^{2} d P+2 \operatorname{tr} \overline{Q C}^{T} \\
\geq & \operatorname{tr} \int \psi \psi^{T} d P-2 \int \psi^{T} \bar{Q} \bar{a} \zeta d P+2 \operatorname{tr} \overline{Q C}^{T} \\
& +\int \bar{a}^{T} \bar{Q}^{T} \bar{Q} \bar{a} \zeta^{2} d P+q\left(\|\psi\|_{\infty}-b\right) \\
\geq & \int\left|\psi^{*}-\bar{Q} \bar{a} \zeta\right|^{2} d P+2 \operatorname{tr} \overline{Q C}^{T}
\end{aligned}
$$

because $\sum_{i=1}^{r} \bar{q}_{i} \bar{g}_{i}(\psi)=\operatorname{tr} \overline{Q C}^{T}-\int \psi^{T} \bar{Q} \bar{a} \zeta d P$ by definition of $\bar{g}_{1}, \ldots, \bar{g}_{r}$. This reduces the original problem to the characterization of

$$
\psi^{*} \in \arg \min \left\{\int|\psi-\bar{Q} \bar{a} \zeta|^{2} d P ; \psi \in \Psi,\|\psi\|_{\infty} \leq b\right\} \quad \text { for } b>b_{0}(C) .
$$

Because $\int|\psi-\bar{Q} \bar{a} \zeta|^{2} d P=\int\left|\psi-Q^{*} a \zeta\right|^{2} d P$ for $Q^{*}:=\bar{Q} A^{-} \in \mathbb{R}^{s \times p}$ and because $\|\psi\|_{\infty} \leq b$ implies $|\psi| \leq b P$-a.e., every solution of the reduced minimization problem is obviously $P$-a.e. equal to

$$
\begin{aligned}
\psi^{*}(z, t) & =Q^{*} a(t) z 1_{\left|\left|Q^{*} a(t) z\right| \leq b\right|}(z, t)+b \frac{Q^{*} a(t) z}{\left|Q^{*} a(t) z\right|} 1_{\left.\|\left|Q^{*} a(t)\right|>b\right\}}(z, t) \\
& =Q^{*} a(t) \operatorname{sgn}(z) \min \left\{|z|, b\left|Q^{*} a(t)\right|^{-1}\right\} .
\end{aligned}
$$

The characterization of $Q^{*}$ in (ii) follows from $\psi^{*} \in \Psi(C)$ which implies that

$$
\begin{aligned}
C & =\int \psi^{*} a^{T} \zeta d P=Q^{*} \int a a^{T}|\zeta| \min \left\{|\zeta|, b\left|Q^{*} a\right|^{-1}\right\} d\left(n_{(0,1)} \otimes \delta\right) \\
& =Q^{*} \int a a^{T}\left[2 \Phi\left(b\left|Q^{*} a\right|^{-1}\right)-1\right] d \delta .
\end{aligned}
$$

[Note that the last equality is a consequence of the following well-known identity: $\int|x| \min \{|x|, k\} n_{(0,1)}(d x)=2 \Phi(k)-1$.]

The equality of $\arg \min \left\{\int\left|\psi-Q^{*} a \zeta\right|^{2} d P ; \psi \in \Psi(C),\|\psi\|_{\infty} \leq b\right\}$ and $\arg \min \left\{\operatorname{tr} \int \psi \psi^{T} d P ; \psi \in \Psi(C),\|\psi\|_{\infty} \leq b\right\}$ completes the proof [note that $b>$ $b_{0}(C)$ follows from Lemma 2 because $\psi^{*}$ is not of form (2.2)].
(iii) According to Lemma 2, the influence function of every AL estimator of $\varphi(\beta)=C(\beta)$ with minimum asymptotic bias $b_{0}(C)$ is $P$-a.e. equal to $\psi=\psi_{1}+$ $\psi_{2}$ with $\psi_{2}:=\psi 1_{\operatorname{supp}(\delta) \backslash T_{1}}$ and $\psi_{1}$ and $T_{1}$ are as in Lemma 2. For the two trivial cases $T_{1}=\operatorname{supp}(\delta)$ and $T_{1} \neq \operatorname{supp}(\delta)$ but $\int \psi_{1} a^{T} \zeta d P=C$, that is, $\psi_{1} \in$ $\Psi(C)$, the $P$-unique influence function of an MT-AL estimator with bias bound $b_{0}(C)$ is obviously $P$-a.e. equal to $\psi_{1}$ [i.e., (2.4) holds with $M=2, Q_{2}=0$ ]. For the second of these two trivial cases, $\operatorname{tr} \int \psi \psi^{T} d P=\int \psi^{T} \psi d P=\int \psi_{1}^{T} \psi_{1} d P+$ $\int \psi_{2}^{T} \psi_{2} d P \geq \int \psi_{1}^{T} \psi_{1} d P$ provides the proof.

The remaining more general case [see examples (3.3b), (3.6a), (3.6b) and Theorem 2 together with its proof] occurs when $T_{1} \neq \operatorname{supp}(\delta)$ and $\int \psi_{1} a^{T} \zeta d P=$ $C_{1} \neq C$, that is, $\psi_{1} \notin \Psi(C)$ for $T_{1}$ and $\psi_{1}$ defined in Lemma 2.

In this case, the original problem to determine $\psi^{*}=\psi_{1}+\psi_{2}^{*}$ so that $\psi^{*} \in \arg \min \left\{\operatorname{tr} \int \psi \psi^{T} d P ; \psi \in \Psi(C),\|\psi\|_{\infty}=b_{0}(C)\right\}$ is obviously equivalent to the construction of $\psi_{2}^{*}$ so that $\psi_{2}^{*} \in \arg \min \left\{\operatorname{tr} \int \psi_{2} \psi_{2}^{T} d P ; \psi_{2} \in \Psi\left(C_{2}\right), \psi_{2} 1_{T_{1}}=\right.$ $0,\left\|\psi_{2}\right\|_{\infty} \leq b_{0}(C)$ ), where $\Psi\left(C_{2}\right)$ is as in Definition 2 with $C$ replaced by $C_{2}:=C-C_{1}$.

This extremum problem for $\psi_{2}^{*}$ can be identified with the problem of constructing the influence function of a MT-AL estimator for $\varphi_{2}(\beta):=C_{2} \beta$ with bias bound $b_{0}(C)$ under the restriction $\delta_{2}$ of the design $\delta_{1}$ on $T_{2}:=$ $\operatorname{supp}(\delta) \backslash T_{1}$, defined by $\delta_{2}(S):=\delta\left(S \cap T_{2}\right)$. The replacement of $\delta$ by $\delta_{2}$ in $\Psi\left(C_{2}\right)$ discards the side condition $\psi_{2} 1_{T_{1}}=0$ in the above minimization problem and redefines $\Psi\left(C_{2}\right)$ to be the set $\Psi_{2}\left(C_{2}\right):=\left\{\psi: \mathbb{R} \times T_{2} \rightarrow \mathbb{R}^{s} ; \int|\psi|^{2} d\left(n_{(0,1)} \otimes\right.\right.$ $\left.\left.\delta_{2}\right)<\infty, \int \psi d n_{(0,1)}=0, \int \psi a^{T} \zeta d\left(n_{(0,1)} \otimes \delta_{2}\right)=C_{2}\right\}$ of all influence functions for estimating $\varphi_{2}$ under the design $\delta_{2}$. Obviously for their minimum asymptotic bias $b_{20}\left(C_{2}\right)$, one obtains

$$
\begin{aligned}
b_{20}\left(C_{2}\right) & \leq\left(n_{(0,1)} \otimes \delta_{2}\right)-\text { ess } \sup \left(\left|\psi^{*}\right|\right) \\
& \leq\left(n_{(0,1)} \otimes \delta\right)-\text { ess } \sup \left(\left|\psi^{*}\right|\right)=b_{0}(C) .
\end{aligned}
$$

If $b_{20}\left(C_{2}\right)<b_{0}(C)$, then Theorem 1(ii) applied to the problem of estimating $\varphi_{2}$ with the set $\Psi_{2}\left(C_{2}\right)$ of influence functions establishes the validity of (iii) with $M=2$.

If $b_{20}\left(C_{2}\right)=b_{0}(C)$, then the arguments at the beginning of the proof of (iii) apply to the modified problem partitioning $T_{2}$ in $T_{21}$ and $T_{3}:=T_{2} \backslash T_{21}$ and characterizing $\psi_{2}=\psi_{21} 1_{T_{21}}+\psi_{3} 1_{T_{3}}$ on $T_{2}:=T \backslash T_{1}=T \backslash\{t \in \operatorname{supp}(\delta) ;$ $\left.Q_{1} a(t) \neq 0\right\}$ according to Lemma 2 .

Note that the characterization of $Q_{1}$ in Lemma 2(i) translates to that given in Theorem 1(iii) and analogously to that for $Q_{2}$. The resulting two new trivial cases lead to the validity and uniqueness of (2.4) with $M=3$ but $Q_{3}=0$,

The more general case restarts the chain of arguments which ends after at most $r-1$ steps, where $r$ is the dimension of the linear hull of $a_{1}, \ldots, a_{p}$ on $\operatorname{supp}(\delta)$. This follows immediately from the construction of the partition $T_{1}, T_{2}:=T_{21}, \ldots, T_{M}$ of $T$ based on Lemma 2 and proves (iii) together with the corresponding uniqueness statement in (i).

Proof of Theorem 2. The main idea behind Theorem 2 is, that under the condition posed on $A_{\delta}$, a coordinatewise solution of the matrix equations for $Q^{*}$ and for $Q_{1}, \ldots, Q_{M}$ of Theorem 1 can be constructed by (real-valued) fixed points $y(t), t \in\left\{t_{1}, \ldots, t_{r}\right\}$. To spare the reader the technical construction of the solution, the proof is given here by showing that the following definitions fulfill the characterizing properties of Theorem 1.

Setting for the quantities in Theorem 1(iii) with $M=2$,

$$
\begin{aligned}
& T_{1}:=\left\{t \in \operatorname{supp}(\delta) ;\left|C I^{-}(\delta) a(t)\right|(\pi / 2)^{1 / 2}=b\right\}, \\
& T_{2}:=\left\{t \in \operatorname{supp}(\delta) ;\left|C I^{-}(\delta) a(t)\right|(\pi / 2)^{1 / 2}<b\right\}=\operatorname{supp}(\delta) \backslash T_{1},
\end{aligned}
$$

and

$$
\begin{aligned}
& C_{1}:=C I^{-}(\delta) \int_{T_{1}} a(t) a^{T}(t) \delta(d t), \\
& C_{2}:=C I^{-}(\delta) \int_{T_{2}} a(t) a^{T}(t) \delta(d t)=C-C_{1},
\end{aligned}
$$

the matrices

$$
\begin{aligned}
& Q_{1}:=C\left(\int_{T_{1}} a(t) a^{T}(t) \delta(d t)\right)^{-}, \\
& \begin{aligned}
& Q_{2}:=C\left(\int_{S_{2}} a(t) a^{T}(t)[2 \Phi(b y(t))-1] \delta(d t)\right)^{-} \\
& \quad \text { with } S_{2}:=T_{2} \backslash\left\{t \in \operatorname{supp}(\delta) ; C I^{-}(\delta) a(t)=0\right\},
\end{aligned}
\end{aligned}
$$

will solve the equations given in Theorem 1(iii):

$$
\begin{aligned}
& C_{1}=Q_{1} \int_{T_{1}} a(t) a^{T}(t)\left|Q_{1} a(t)\right|^{-1} b(2 / \pi)^{1 / 2} \delta(d t), \\
& C_{2}=Q_{2} \int_{T_{2}} a(t) a^{T}(t)\left[2 \Phi\left(b\left|Q_{2} a(t)\right|^{-1}\right)-1\right] \delta(d t),
\end{aligned}
$$

identifying $b^{*}:=\max \left\{\left|C I^{-}(\delta) a(t)\right|(\pi / 2)^{1 / 2} ; t \in \operatorname{supp}(\delta)\right\}$ to be the minimum bias $b_{0}(C)$.

Note that for all $b>b^{*}$, the set $T_{1}$ as defined above is empty so that Theorem 1(ii) applies.

The following general argument supports the above statement.
The integrals defining $I(\delta), Q_{1}$ and $Q_{2}$ are of the form

$$
\int a(t) a^{T}(t) k(t) \delta(d t)=A_{\delta}^{T} D A_{\delta}
$$

with $D=\operatorname{diag}\left(d_{1}, \ldots, d_{r}\right)$, where $d_{i}=k\left(t_{i}\right) \delta\left\{t_{i}\right\}, t_{i} \in \operatorname{supp}(\delta), k\left(t_{i}\right) \in \mathbb{R}$. The assumption that rank $A_{\delta}=r$ implies the existence of (specific) generalized inverses of $A_{\delta}$ and of $A_{\delta}^{T} D A_{\delta}$ so that $A_{\delta} A_{\delta}^{-}=E$ and $\left(A_{\delta}^{T} D A_{\delta}\right)^{-}=A_{\delta}^{-} D^{-}\left(A_{\delta}^{-}\right)^{T}$. The identifiability of $\varphi$ implies the existence of $K \in \mathbb{R}^{s \times r}$ so that $C=$ $K A_{\delta}$. Therefore it holds true that $C\left(A_{\delta}^{T} D A_{\delta}\right)^{-} A_{\delta}^{T}=K A_{\delta} A_{\delta}^{-} D^{-}\left(A_{\delta}^{-}\right)^{T} A_{\delta}^{T}=$ $K D^{-}=K \operatorname{diag}\left(d_{1}^{-}, \ldots, d_{r}^{-}\right)$, where $\dot{a}_{i}^{-}=d_{i}^{-1}$ if $d_{i} \neq 0$ and 0 otherwise. This representation applied to $C I^{-}(\delta), Q_{1}$ and $Q_{2}$ shows that $Q_{2} a(t)=$ $C I^{-}(\delta) a(t)(2 \Phi(b y(t))-1)^{-1}$ for $t \in S_{2}$ and 0 otherwise, that is, $\left|Q_{2} a(t)\right|=$ $y^{-1}(t)$ by definition of $y(t), t \in S_{2}$, and $Q_{1} a(t)=C I^{-}(\delta) a(t)$ for $t \in T_{1}$ and 0 otherwise.

This proves that indeed $Q_{1}$ and $Q_{2}$ are solutions of the matrix equation of Theorem 1 and $\psi^{*}$ from Theorem 2 is of the form presented in Theorem 1, namely characterized in (iii) if $b=b^{*}=b_{0}(C)$ and in (ii) if $b>b^{*}=b_{0}(C)$.
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